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Abstract 29 

Objective: To determine the influence of auditory stimuli spectral characteristics on cortical 30 

auditory evoked potentials (CAEPs).  31 

Design: CAEPs were obtained from 15 normal-hearing adults in response to six multi-tone 32 

(MT), four pure-tone (PT), and two narrow-band noise (NBN) stimuli. The sounds were 33 

presented at +10, +20 and +40 dB above threshold, which were estimated behaviorally 34 

beforehand. The root mean square (RMS) amplitude of the CAEP and the detectability of the 35 

response were calculated and analyzed.  36 

Results: Amplitudes of the CAEPs to the MT were significantly larger compared to PT for 37 

stimuli with frequencies centered  around 1, 2 and 4 kHz while no significant difference was 38 

found for 0.5 kHz.  The objective detection score for the MT was significantly higher compared 39 

to the PT. For the 1 and 2 kHz stimuli, the CAEP amplitudes to NBN were not significantly 40 

different to those evoked by PT.  41 

Conclusion: The study supports the notion that spectral complexity, and not just bandwidth, 42 

has an impact on the CAEP amplitude for stimuli with center frequency above 0.5 kHz. The 43 

implication of these findings is that the clinical test time required to estimate thresholds can 44 

potentially be decreased by using complex band-limited MT rather than conventional PT 45 

stimuli.   46 
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Introduction 47 

Objective hearing threshold estimation is convenient for patients who are not able to provide 48 

behavioral feedback, such as young children or adults who cannot or will not subjectively 49 

cooperate with testing. One way to determine thresholds objectively is through cortical auditory 50 

evoked potentials (CAEPs) which reflect the activation at the level of the central auditory 51 

system in the supratemporal auditory cortex. Their recording relies on the averaging of 52 

synchronous far-field neuronal potentials evoked by auditory stimuli presented multiple times, 53 

utilizing non-invasive surface electrodes. For awake adults, the P1-N1-P2 complex generated 54 

in the time window 50-200 ms after onset of an acoustical stimulus is the response of interest. 55 

CAEPs are appreciated because they can be elicited by highly frequency-specific stimuli 56 

(Lightfoot et al. 2006; Lütkenhöner et al. 2007; Ross et al. 1999). In addition, CAEP testing is 57 

more preferable than brainstem testing where the subject needs to be asleep. This is often a 58 

difficult condition to achieve at ages of 6 months and older.  59 

Several studies have shown that CAEPs are detected at an average level of 10 dB above 60 

behavioral threshold when using tone-burst stimuli of varying lengths (Picton 2011).  61 

Considering the practical applicability of CAEPs in a clinical setting, there is much interest in 62 

facilitating efficient CAEP detection with the ultimate goal of reducing recording time or 63 

increasing the precision of testing during threshold estimation. Previous research has shown 64 

the limitations of fast presentation rates (i.e. up to 10 presentations a second)  during attempts  65 

to decrease testing time (Bardy, Van Dun, Dillon and  Cowan 2014). The reason for this failure 66 

is that adaptation decreases the CAEP amplitude when using rapid presentation rates. 67 

Consequently, this produces averaged responses with a lower signal to noise ratio (SNR) 68 

compared to presentation rates of once every 1 or 2 s. These slower rates are therefore 69 

recommended clinically (Bardy, Van Dun, Dillon and  Cowan 2014).  70 
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It has previously been suggested that a variation in the context of the stimulus presentation can 71 

be used to improve recording efficiency of CAEP. More specifically, an increase of the CAEP 72 

amplitude has been found in response to novel stimuli while varying level, frequency, stimulus 73 

onset asynchrony (SOA) and ear of stimulation (Bardy, Van Dun, Dillon and  McMahon 2014; 74 

Butler 1972; Pantew et al. 1975). However, these benefits are subject to debate (Lightfoot and 75 

Kennedy 2006). 76 

Another approach to increase the size of the cortical response lies in the optimization of the 77 

stimulus parameters. Several parameters influence the size of the cortical response such as rise-78 

time, duration, bandwidth and spectral content of the auditory stimulus. Studies by Onishi et 79 

al. (1968) suggested an optimal rise time of between 10 and 30 ms while Alain et al. (1997) 80 

demonstrated an increase of the CAEP amplitude as stimulus durations increased to 70 ms. A 81 

combination of EEG and MEG studies in adults have indicated that the amplitude of the cortical 82 

response to broadband stimuli is larger when compared to narrow-band stimuli of equal 83 

loudness (Mäkelä et al. 1988; Seither-Preisler et al. 2003; Shahin et al. 2005; Tervaniemi et al. 84 

2000). Using EEG, Shahin et al. (2005) demonstrated an increase of the CAEP amplitude to 85 

piano tones with three natural upper harmonics, when compared to responses to tone-bursts 86 

with only the fundamental frequency. A similar effect was found by Tervaniemi et al. (2000) 87 

when investigating mismatch negativity (MMN) using spectrally rich and tone-burst stimuli. 88 

Furthermore, a MEG study by Seither-Preisler et al. (2003) found that the amplitude of the 89 

cortical N100m component depended significantly on spectral bandwidth. Using complex 90 

tone-bursts resulted in a significantly stronger auditory evoked field (AEF) than sinusoidal 91 

tone-bursts of equal intensity. Lastly, the largest N100m acoustic change complex was found 92 

for the transition from noise to a broadband stimulus when compared to a transition to a pure-93 

tone (Mäkelä et al. 1988).  94 

The two aims of this study were to: 95 
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1. Investigate whether complex, multi-tone (MT) stimuli centered around frequencies 0.5, 96 

1, 2 and 4 kHz evoke larger cortical responses than those evoked by sinusoidal pure-97 

tone (PT) at the same centre frequencies.  98 

2. Investigate whether any increase in response amplitude evoked by the complex stimuli 99 

is related to their wider bandwidth or to some other factors.  100 

We hypothesized a significant amplitude growth of the CAEPs in response to MT stimuli in 101 

comparison to those evoked by PT and narrow-band noise (NBN). The inclusion of NBN 102 

stimuli provides the opportunity to investigate whether the growth of the cortical response is 103 

driven by the frequency bandwidth or by the arrangement of the frequency components of the 104 

auditory stimuli.  105 
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Materials and Methods 106 

Subjects 107 

Fifteen normal-hearing test subjects (7 males and 8 females) ranging from 23 to 43 years of 108 

age were recruited for this study. None of the participants reported any history of neurological 109 

abnormalities. Written consent was obtained from participants and the study was approved and 110 

conducted under the ethical supervision of the Australian Hearing Human Research Ethics 111 

Committee. Participants received a small monetary compensation for taking part in the study. 112 

Auditory stimuli 113 

Twelve auditory stimuli were generated in Matlab (Mathworks). They comprised four 114 

sinusoidal pure-tone (PT) with frequencies 0.5, 1, 2 and 4 kHz, four one-octave multi-tone 115 

(MT) stimuli with the same center frequencies, two broadband MT stimuli – the first covering 116 

the low frequencies (0.25 to 1 kHz) and the second covering the high frequencies (1.5 to 8 kHz) 117 

- and two one-octave narrow bands of noise (NBN) centered around 1 and 2 kHz. All stimuli 118 

were 50 ms in duration with 10 ms rise-fall times to minimize spectral splatter. 119 

Multi-tone stimuli 120 

The MT stimuli were constructed by adding together a series of inharmonically related 121 

sinusoids. For the one-octave stimuli, the different tonal components were uniformly 122 

distributed around the center frequency on a logarithmic frequency scale. The sinusoids all had 123 

equal amplitude and a zero phase delay at time = 0 ms. For example, a MT stimulus with a 124 

center frequency of 1 kHz contained components with frequencies of 707, 891, 1122 and 1414 125 

Hz with a stimulus bandwidth of one octave (from 707 Hz to 1414 Hz). The spectral 126 

characteristics for each stimulus are summarized in Table 1 while stimulus waveform and 127 

spectrogram are displayed in Figure 1. 128 
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Table 1. Frequency content of multi-tone stimuli.  129 

Center Frequency Frequency (in Hz) of each sinsoidal component 

0.5 kHz 353  445  561  707 

1 kHz 707     890     1122 1414 

2 kHz 1414    1781    2244    2828 

4k Hz 2828    3563    4489    5656 

Low Freq. 250    315    397    500    630    794    1000 

High Freq. 1500    1889    2381    3000    3779    4762    6000    7559 

 130 

Fig. 1 131 

 132 

Fig. 1. Stimulus waveform and spectrogram of the 2 kHz pure-tone (PT) (left) and multi-tone 133 

(MT) stimuli (right). Stimuli are 50 ms in duration with a 10 ms rise and fall time.  134 

Calibration 135 

All stimuli were acoustically calibrated at 70 dB HL according to the ISO standard 389-2 136 

(ISO 1994) in an HA-2 2-cc coupler, incorporating a 1-inch 4144 microphone, a 1-to-1/2 inch 137 

DB0375 adaptor, and a 4230 sound level meter (all Brüel & Kjaer). Continuous stimuli were 138 

used for the calibration of tone-bursts, pure-tones and multi-tones. 139 

 140 

  141 
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Behavioral procedure 142 

Automatic threshold estimation 143 

Test parameters of the computerized audiometry implemented using an adaptive staircase were 144 

based on Convery et al. (2014). The SOAs, representing the time interval between the onset of 145 

two auditory stimuli, were of random duration and ranged from 1000 to 4600 ms. Participants 146 

were instructed to respond to the stimuli by pressing a button on a numeric keypad. A response 147 

was considered valid if it occurred within a 1.5-second time window commencing from the 148 

onset of the stimulus. The test included 3 phases, using a threshold-seeking algorithm. The start 149 

level of stimulus presentation was 50 dB SPL. In phase 1, a 10-dB up/down step size was 150 

implemented. Phase 1 ended when the first non-response succeeding a positive response to a 151 

stimulus presentation was recorded. At this point the staircase “reversed” and intensity was 152 

increased by 10-dB prior to the next phase. Phase 2 used a 5-dB up/down step size. A 153 

subsequent non-response resulted in an increase in stimulus level in 5-dB increments until a 154 

positive response was recorded. After two reversals, a non-response resulted in a 5 dB increase 155 

for the next phase. In phase 3, the step size was lowered to 2 dB. Phase 3 ended when four 156 

reversals were recorded. A trimmed mean (i.e., removal of the highest and lowest values before 157 

averaging the remaining values) of all the presentations in phase 3 was calculated to determine 158 

the threshold. This threshold will be referred to as 0 dB SL (sensation level). 159 

Behavioral assessment 160 

Participants underwent a series of audiometric assessments in a sound attenuated booth, to 161 

develop local normative data: 162 

(1) Automatic pure-tone air conduction audiometry in both ears using stimuli 500 ms in 163 

duration with frequencies 0.25 – 8 kHz. The order of presentation of the pure-tones was 164 
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1, 2, 4, 8, 0.5, and 0.25 kHz. Stimuli were presented first in the right ear. Hearing 165 

thresholds had to be better than 20 dB HL in both ears to continue the test.  166 

(2) One ear was selected pseudo-randomly such that 7 left and 8 right ears were used in the 167 

experiment (N = 15 ears). Automatic air conduction audiometry was conducted using 168 

the twelve 50-ms auditory stimuli described in section “Auditory stimuli”. The 169 

presentation order of the twelve stimuli was randomized.   170 

The thresholds obtained in (1) and (2) allow the difference (in dB) between the 500-ms long 171 

and 50-ms short stimuli due to temporal integration (Moore 2012) to be estimated. 172 

All stimuli originated from .wav files stored on a desktop computer and were presented via a 173 

RME sound card (Fireface 800). All stimuli were delivered to the test ear through an ER-3A 174 

insert earphone (Etymotic Research). 175 

Electrophysiological recording of CAEPs 176 

Sequence generation 177 

Sound sequences used for electrophysiological recording were generated for each participant 178 

based on their behavioral thresholds. The twelve stimuli described in section “Auditory 179 

stimuli” were presented at three sensations levels (+10, +20, +40 dB SL). Consequently, the 180 

total number of conditions in the experiment was 36. Stimulus conditions were randomized 181 

such that a full set of 36 stimulus conditions had to be presented before re-iteration. SOAs were 182 

jittered uniformly between 1000 and 3000 ms. Each condition was presented 60 times resulting 183 

in 2160 trials and a testing time of 72 minutes. MATLAB was utilized to create the sequence 184 

file. 185 

  186 



10 
 

Stimulus presentation 187 

The equipment from the behavioral experiment was used in the electrophysiological 188 

experiment to present the auditory stimuli. The stimuli were presented monaurally on the 189 

selected ear. An earplug was fitted to the opposite ear. 190 

Data acquisition 191 

The electroencephalogram (EEG) was obtained with Neuroscan Synamps2 version 4.3 192 

(Compumedics) by placing four gold-plated electrodes onto the subject’s head. Active 193 

electrodes were placed at fronto-central midline positions (Cz and FCz). The reference 194 

electrode was placed on the mastoid contralateral  to the test ear, and the forehead (Fpz) acted 195 

as ground electrode (AES 1991). Prior to the placement of electrodes, the subject’s skin was 196 

prepared using NuPrep EEG abrasive skin prepping gel. Water-soluble electrode paste was 197 

used to ensure a good connection between the electrodes and skin to achieve impedances of 198 

less than 5 kOhm across all electrode sites. Testing was conducted in an audiometric booth 199 

adhering  to ANSI standard S.3.1-1999 (R2008). During testing, the subjects were sitting 200 

comfortably in a dimmed, sound attenuated booth. The participants watched a muted close-201 

captioned DVD of their choice which effectively captures attention without interfering with 202 

auditory processing. Participants were instructed not to pay attention to the stimulus.  203 

Data analysis 204 

Amplitude measurements were analyzed at both FCz and Cz referenced to the mastoid 205 

contralateral  to the test ear. All EEG channels were amplified with a gain of 2010, digitized at 206 

a sampling rate of 1000 Hz, and online bandpass filtered between 0.01 and 30 Hz. All epoched 207 

files were exported to MATLAB for off-line processing. The signal processing of the raw EEG 208 

files was partly conducted using EEGLAB (Delorme et al. 2003). An epoch of 700 ms (100 ms 209 

pre- and 600 ms post-stimulus onset) was used with baseline correction. Artefact and eye-blink 210 
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were monitored by excluding epochs in excess of ±75 µV. A minimum of 52 accepted epochs 211 

was required for each stimulus condition.  212 

Response amplitude 213 

Using the grand averages of the epoched waveforms, the “signal + noise” amplitude was 214 

expressed as the root mean square (rms) value within a window of 250 ms beginning 30 ms 215 

after stimulus onset. Due to the non-homogeneity of the variance across stimuli conditions and 216 

the dependence of the standard deviation on the mean response amplitude a log transform was 217 

applied on the amplitude data prior to statistical analysis, to stabilize the variance across 218 

conditions (Zacharias et al. 2011). 219 

 220 

Measure of response detection 221 

The Hotelling’s T2 statistic was used to provide an objective measure of CAEP response 222 

presence. Before applying the detection method, each recorded epoch was reduced to 9 223 

averaged voltage levels, covering the range from 51 to 347 ms, with each bin being 33 ms wide. 224 

The bin width and number of bins were chosen based on earlier data (Golding et al. 2009). 225 

Response detection was based on the p-value obtained from a one-sample Hotelling’s T2 test 226 

on the bin-averaged data. The one-sample Hotelling’s T2 test is the multivariate extension of 227 

the ordinary one-sample t-test; instead of testing a null hypothesis that a scalar true mean equals 228 

a specified value, the Hotelling’s T2 test takes vector data and tests a null hypothesis that the 229 

true mean vector equals the zero vector. For every testing condition, the p-value was calculated 230 

after the collection of 9 epochs and subsequently, every additional two epochs. As the average 231 

SOA was 2 s, the p-value versus testing time could be presented for every subject. The p-values 232 

were afterwards converted into z-scores (assuming a normative z-distribution) and a measure 233 

of response detection was calculated by cumulative summation of the z-score values. As two 234 

conditions (MT versus PT stimuli) were compared using the same sequential statistical testing, 235 
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and no detection sensitivity was evaluated, no multiple testing adjustments needed to be 236 

performed. 237 

Statistical analysis 238 

Repeated measures ANOVAs 239 

For statistical analysis, a three-way repeated measures analysis of variance (ANOVA) was 240 

performed on the log-transformed rms amplitudes and the measures of response detection. 241 

Greenhouse–Geisser corrections for sphericity were applied, as indicated by the cited ε value. 242 

Post-hoc comparisons were calculated using Tukey’s test. Statistical analyses were conducted 243 

using Statistica 7.1 (StatSoft, Inc.) and R (R Development Core Team 2013), with the 244 

additional packages car (Fox et al. 2012), reshape (Wickham 2011), nlme (Pinheiro et al. 2013), 245 

and multcomp (Hothorn et al. 2013).  246 

 247 

Results 248 

 249 

Behavioral thresholds 250 

Table 2 presents the behavioral mean thresholds and standard deviations (in dB SPL) across 251 

15 subjects for six 500-ms audiometric pure-tones (250 - 8000 Hz) and twelve 50-ms auditory 252 

stimuli. The mean threshold differences (in dB) across all subjects between 500-ms pure-tones 253 

and 50-ms tone-bursts for the frequencies 500, 1000, 2000 and 4000 Hz are shown in Table 2. 254 

The mean reaction time over all stimulus condition was 0.56 s. (SD = 0.21). As expected the 255 

50-ms tone-bursts had elevated thresholds when compared to 500-ms pure-tone thresholds. The 256 

mean behavioral threshold differences for the four tested frequencies ranged between 5 and 9 257 

dB. The average threshold differences between 50-ms tone-bursts and 50-ms multi-tone stimuli 258 

ranged between 0 and 9 dB. These results can be used as corrections to account for the 259 
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difference between the behavioral hearing thresholds estimated using 500-ms pure-tones and 260 

50-ms tone-bursts.  261 

Table. 2 262 

 263 
Stimuli Threshold 

(dB SPL) 

RET 0 dB HL  

(dB SPL)  

PT- PT500 

(dB) 

MT – PT500 

(dB) 

MT - PT 

(dB) 

PT500 0.25 kHz 18.7 ± 5.9 14    

PT500 0.5 kHz 7.4 ± 5.1 5.5    

PT500 1 kHz 0.3 ± 5.6 0    

PT500 2 kHz 9.7 ± 4.2 3    

PT500 4 kHz 4.8 ± 6.8 5.5    

PT500 8 kHz -1.0 ± 8.2 0    

PT 0.5 kHz 15.8 ± 6.0  8.4 ± 4.4   

PT 1 kHz 9.3 ± 4.0  9.0 ± 4.4   

PT 2 kHz 14.9 ± 3.5  5.1 ± 2.2   

PT 4 kHz 9.9 ± 6.2  5.1 ± 3.8   

MT 0.5 kHz 17.9 ± 4.3   10.5 ± 4.0 2.1 ± 4.5 

MT 1 kHz 12.1 ± 3.2   11.8 ± 5.0 2.8 ± 3.7 

MT 2 kHz 15.0 ± 3.9   5.3 ± 4.0 0.1 ± 3.3 

MT 4 kHz 18.5 ± 5.1   13.7 ± 8.2 8.6 ± 5.7 

LF MT 14.8 ± 3.1     

HF MT 16.1 ± 4.5     

NBN 1 kHz 12.4 ± 3.0     

NBN 2 kHz 16.5 ± 3.2     

 264 

Table. 2. Behavioral mean thresholds and standard deviations across 15 subjects for six 500-265 

ms pure-tones (PT500) (0.25 – 8 kHz), and twelve 50-ms auditory stimuli used for the 266 

recording of CAEPs. The twelve stimuli consisted of four PT with frequencies 0.5, 1, 2 and 4 267 

kHz, four band-limited (one-octave) multi-tone (MT) stimuli with the same center 268 

frequencies, two broadband MT stimuli covering the low (LF MT: 0.25 to 1 kHz) and high 269 

frequencies (HF MT: 1.5 to 8 kHz) and two one-octave narrow bands of noise (NBN) 270 

centered around 1 and 2 kHz. The reference equivalent threshold (RET, i.e. 0 dB HL) 271 

according to ISO Organization (1994) is provided. The mean threshold difference and 272 

standard deviation between 50 and 500 ms PT, between MT and PT500 and between MT and 273 

50 ms PT are provided.  274 
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Grand average CAEP waveforms 275 

Fig. 2 shows the mean CAEP waveforms, averaged across all fifteen subjects, in response to 276 

tone-bursts, one-octave-band multi-tone stimuli, broadband multi-tone stimuli and one-octave-277 

band noise, all 50 ms long and presented at +10, +20 and +40 dB SL. Clear CAEPs 278 

characterized by the P1-N1-P2 complex are identifiable by visual inspection for all conditions.  279 

 280 

Fig. 2. Grand average CAEP waveforms (n=15) generated by a) four pure-tone (PT), b) four 281 

one-octave-band multi-tone (MT), c) two broadband MT and two one-octave narrowband noise 282 

(NBN) auditory stimuli. Responses are presented for three presentation levels, +10 dB (thick 283 

dashed line), +20 dB (thin dashed line), +40 dB (thin solid line). 284 

CAEP amplitudes  285 
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PT versus MT stimuli 286 

 287 

Fig. 3 summarizes the CAEP rms amplitudes in the time window 30-280 ms after stimulus 288 

onset as a function of stimulus (PT, one-octave MT stimuli), frequency (500, 1000, 2000 and 289 

4000 Hz) and sensation level (10, 20, and 40 dB SL), while collapsed over EEG channels (Cz 290 

and FCz). A 2 x 2 x 4 x 3 repeated-measures ANOVA with EEG channel, stimulus, frequency 291 

and sensation level was performed on the rms amplitude data.  292 

Effects of stimuli (PT versus MT) and frequency (0.5, 1, 2 and 4 kHz) 293 

The repeated-measures ANOVA revealed a main effect of stimulus (F(1,14) = 67.36; p = 294 

0.000001; ε = 1). The MT stimuli elicited significantly higher response amplitudes than PT. 295 

Moreover, an interaction effect was found between stimulus and frequency (F(3,42) = 4.56; p 296 

= 0.01; ε = 0.01). Tukey pairwise comparisons showed no significant difference between PT 297 

and MT stimuli for 0.5 kHz (p = 0.99) while significant differences were found for the other 298 
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frequencies (i.e. 1, 2 and 4 kHz) (p < 0.05). Table 3 shows the rms amplitude ratio between 299 

MT and PT stimuli and the time reduction (in %) to achieve the same SNR for MTs as PTs. 300 

Time reduction is calculated based on the MT/PT ratio, assuming that the residual noise in the 301 

averaged waveform decreases with the square root of the number of epochs. When collapsing 302 

the data across the three frequencies 1, 2 and 4 kHz and all levels, an average rms amplitude 303 

ratio of 1.32 (95 % confidence interval 1.25 – 1.37) was found for MT stimuli when compared 304 

to PT, which corresponds to a potential 46 % average time reduction. 305 

 306 
Frequency  

(kHz) 

Level  

(dB SL) 

Rms amplitude ratio 

MT/PT 

Estimated time 

reduction (%)  

p-value 

0.5 10 1.08 (0.88; 1.33) 

 

14.7 0.97 

 20 1.04 (0.85; 1.27) 

 

7.4 1.00 

 40 1.02 (0.83;  1.25) 

 

4.1 1.00 

1 10 1.29 (1.05; 1.58) 39.8 0.004 

 20 1.51 (1.23; 1.85) 56.3 <0.0001 

 40 1.42 (1.16; 1.74) 50.2 <0.0001 

2 10 1.05 (0.86; 1.29) 9.8 1.00 

 20 1.44 (1.17; 1.76) 51.5 <0.0001 

 40 1.24 (1.01; 1.52) 34.8 0.03 

4 10 1.32 (1.07; 1.62) 42.4 0.001 

 20 1.17 (0.96; 1.44) 27.1 0.28 

 40 1.43 (1.17;1.76) 51.2 <0.0001 

 307 

Table. 3. Mean and 95% confidence intervals of the rms amplitude ratio MT/PT at 10, 20 and 308 

40 dB SL for stimuli with center frequencies at 0.5, 1, 2 and 4 kHz. An estimation of the time 309 

reduction using MTs when compared to PTs to reach a similar SNR is provided. The last 310 

column shows a p-value calculated using a mixed-effects model. It displays whether the 311 

difference between MT and PT stimuli is significant. 312 
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Effect of sensation level (10, 20 and 40 dB SL) 313 

A main effect of sensation level was found (F(2,28) = 122.66; p < 0.000001; ε = 0.86) with 314 

higher intensities eliciting larger CAEP amplitudes.  315 

Effect of channel (FCz versus Cz) 316 

A main effect of channel was found (F(1,14) = 17.74; p = 0.0008; ε = 1) with a 11% rise of 317 

rms amplitudes obtained from channel FCz-mastoid than from Cz-mastoid (95% confidence 318 

interval 7-14%).  319 

 320 

Fig. 3. CAEP rms amplitudes, collapsed over electrode positions FCz and Cz, for 0.5, 1, 2 and 321 

4 kHz MT and PT stimuli for three sensation levels +10 dB, +20 dB, +40 dB SL. Vertical lines 322 

represent standard deviations between participants. 323 

 324 
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NBN versus PT and MT stimuli at frequencies 1 and 2 kHz  325 

Rms amplitudes of the CAEP elicited by NBN were compared to responses of both MT and 326 

PT stimuli in a 2 x 3 x 2 x 3 repeated-measures ANOVA with channel, stimulus, frequency and 327 

level. Fig. 4 shows rms CAEP amplitudes as a function of stimulus (i.e. PT, one-octave MT 328 

stimulus, and one-octave NBN), for the two frequencies (1000 and 2000 Hz) and the stimulus 329 

level (+10, +20, and +40 dB SL). Of interest, a main stimulus effect was found (F(2,28) = 330 

26.23; p = 0.000003; ε = 0.92). Tukey pairwise comparisons revealed no significant difference 331 

between PT and NBN (p = 0.37) but a significant difference between MT stimuli and both 332 

NBN and PT (p < 0.001).  A significant interaction between stimulus and frequency was present 333 

(F(3,42) = 4.55; p = 0.01; ε =1). That is, the effect of stimulus is larger at 1 kHz than at 2 kHz.  334 

 335 

Fig. 4. CAEP rms amplitudes, collapsed over electrode positions FCz and Cz, for 1 and 2 kHz 336 

PT, NBN and MT stimuli for three sensation levels +10 dB, +20 dB, +40 dB SL. Vertical lines 337 

represent standard deviations between participants. 338 
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One-octave (0.5 and 2 kHz) versus broadband (LF and HF) MT stimuli 339 

Fig. 5 shows rms CAEP amplitudes for one-octave and broadband MT stimuli. Although the 340 

mean rms amplitude for the broadband MT stimuli was larger in every condition, a one-way 341 

repeated-measures ANOVA did not show a significant difference between the two stimuli 342 

(F(1,14) = 2.65; p = 0.12; ε = 1).  343 

 344 

Fig. 5. CAEP rms amplitudes, collapsed over electrode positions FCz and Cz, for 0.5 and 2 345 

kHz one-octave MT and broadband (LF and HF) MT stimuli at three presentation levels +10 346 

dB, +20 dB, +40 dB SL. Vertical lines represent standard deviations between participants. 347 

Objective detection scores of the CAEP 348 

Fig. 6 shows an example of the representation of z-score traces for the tone-burst (left) and 349 

multi-tone stimulus (right) for the fifteen subjects. A more negative z-score represents a smaller 350 

p value, and therefore a higher response detection. Hence, in this example, the response to the 351 

multi-tone stimulus is more likely to be objectively detected than to the tone-burst. It is valuable 352 

to have this measure as the Hotelling’s T2 is clinically used for the detection of cortical 353 
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responses. Mean cumulative z-scores are displayed in Fig. 7 for all stimuli, frequencies and 354 

sensation levels. Once again, more negative cumulative z-scores translate in higher detections 355 

of the responses. A 2 x 2 x 4 x 3 repeated-measures ANOVA with EEG channel, stimulus, 356 

frequency and sensation level was performed to assess their effects on the z-score data. It 357 

revealed a main effect of stimulus (F(1,14) = 41.22; p = 0.00001; ε = 1). Significantly more 358 

negative mean cumulative z-scores for the MT stimuli were observed when compared to z-359 

scores from PT. A main effect of level was observed as well (F(2,28) = 100.70; p < 0.00001; ε 360 

= 0.79) with higher sensation levels showing significantly more negative z-scores. No main 361 

effect of channel was observed, indicating no advantage for a specific channel (i.e. FCz-M 362 

versus Cz-M) (F(1,14) = 0.60; p =0.45; ε = 1.00). This is in contrast with the main channel 363 

effect for CAEP amplitudes, which indicated significantly larger amplitudes at FCz. This is 364 

likely caused by increased noise at this electrode position.  365 

A significant interaction between stimulus and level (F(2,28) = 4.70; p = 0.02; ε = 1) was 366 

observed. Tukey pairwise comparisons indicated no difference in z-scores between PT and MT 367 

stimuli for +10 dB SL (p = 0.85) while significant differences were found for the other levels 368 

(i.e. +20 and +40 dB SL) (p < 0.001). A significant interaction  was present between stimulus 369 

and frequency (F(3,42) = 13.23; p < 0.00001; ε = 0.82). Similarly to the CAEP amplitudes, 370 

Tukey pairwise comparisons revealed a significant effect of the stimulus for the frequencies 1, 371 

2 and 4 kHz (p < 0.001) but not for 0.5 kHz (p = 0.22).  372 

 373 
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 374 

Fig. 6. Representation of the objective detection measure of 15 subjects (i.e. one trace per 375 

subject), for PT (left panel) and MT (right panel) stimuli for a 1kHz centre-frequency at +10 376 

dB SL. The results of the Hotelling’s T2 which are calculated every 4 s are converted into z-377 

score and presented across time. For z-score lower than –1.64 (i.e. p< 0.05), the CAEP is 378 

considered to be present, assuming that the z score is compared to this threshold value at just 379 

one pre-specified point within each trace. 380 

 381 
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 382 

Fig. 7. Cumulative CAEP detection z-scores, collapsed over electrode positions FCz and Cz, 383 

for 0.5, 1, 2 and 4 kHz MT (thick dashed line) and PT stimuli (thin solid line) for three 384 

sensation levels, +10 dB, +20 dB, +40 dB SL. Vertical lines represent standard deviations 385 

between participants. 386 

Discussion 387 

In the present study, we designed narrowband multi-tone (MT) stimuli centered around 0.5, 1, 388 

2 and 4 kHz. We compared the cortical auditory evoked potentials (CAEPs) they elicited  with 389 

responses to sinusoidal pure-tone (PT), one-octave, narrow-band noise (NBN), and one-octave, 390 

multi-tone complexes. In total, electrophysiological responses were recorded for 12 different 391 

stimuli at 3 sensation levels (+10, +20 and +40 dB SL) for which clear P1-N1-P2 waveforms 392 

could be discerned. In a group of subjects with normal hearing it was found that the amplitude 393 

of the CAEP was influenced by the spectral composition of the auditory stimuli, with all 394 

auditory stimuli matched in sensation level. First, the effect of stimulus will be discussed by 395 

comparing the CAEP amplitudes of both the MT and the NBN stimulus with those of the PT. 396 

The latter group served as the reference. Second, we reflect on the physiological reasons 397 
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underlying the change of the cortical response characteristics. Finally, the potential benefit of 398 

using MT stimuli for threshold estimation in a clinical setup is considered. 399 

PT versus MT stimuli 400 

Responses elicited by MT stimuli with frequencies centered around 1, 2 and 4 kHz showed a 401 

significantly larger rms CAEP amplitude than responses to PT stimuli. These results show that, 402 

not surprisingly, the neural response to a pure tone is different from that to a complex tone 403 

centered on the same frequency. The effect of spectral complexity found in this study is broadly 404 

in agreement with previous research presented in the introduction (Mäkelä et al. 1988; Seither-405 

Preisler et al. 2003; Shahin et al. 2005; Tervaniemi et al. 2000). Of interest, for the 0.5 kHz 406 

frequency, no significant amplitude difference was found between the cortical responses.  407 

PT versus NBN stimuli 408 

The inclusion of two NBN stimuli at 1 and 2 kHz in the experimental design allowed 409 

investigation as to whether the growth of the cortical response was driven by the frequency 410 

bandwidth or by the arrangement of the frequency components i.e. spectral fine structure. The 411 

main effects in Fig. 4 showed no significant amplitude differences for CAEPs elicited by NBN 412 

and PT stimuli. Conversely, significantly larger amplitudes were observed for MT stimuli when 413 

compared to both PT and NBN. This suggests that the spectral fine structure of the sound, 414 

rather than its bandwidth, is principally affecting the cortical response. This observation is 415 

reinforced by the results in Fig. 5, which showed no significant main differences between one-416 

octave and multi-octave MT stimuli. A limitation of the present study is that the small sample 417 

size could be the factor explaining the lack of any significant difference between the two types 418 

of MT stimuli.  However, the observed small effect size makes any differences clinically 419 

unimportant. 420 
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These findings are partially inconsistent with (Hirata et al. 1999) who reported smaller N100m 421 

responses for NBN when compared to piano or PT stimuli. However, in the Hirata et al. (1999) 422 

study the frequencies of the stimuli were not matched, which may be a reason for the difference 423 

in findings. In addition, there was a significant interaction effect between frequency and 424 

stimulus in Fig. 4 for which there is no immediately obvious explanation.  Further studies will 425 

be required to investigate the effect of frequency for different stimulus types.  426 

Possible functional reasons  427 

There are at least four possible reasons why complex stimuli may elicit larger responses than 428 

pure tones. 429 

First, the tonotopic arrangement of the auditory system, including the primary auditory cortex 430 

(Howard III et al. 1996) means that stimuli with wider bandwidths may evoke cortical activity 431 

in a more widespread group of neurons immediately surrounding those that respond best to 432 

pure tones at the centre frequency.  If the total number of neurons increases, so too may the 433 

magnitude of the cortical responses.  This would be analogous to the way that, for sounds at 434 

moderate input levels, loudness increases with bandwidth when total intensity is held constant.   435 

Second, rather than a larger number of neuronal firings, the MT stimulus could somehow cause 436 

the same neurons to fire more synchronously with each other, which by itself would increase 437 

the magnitude of the cortical response on the scalp. 438 

Third, the MT stimulus may excite neuron firing in cortical regions remote from those excited 439 

by a pure tone. Functional magnetic resonance imaging (fMRI) studies found that the 440 

complexity of the auditory stimulus has an effect on the area of activation in the auditory cortex 441 

(Strainer et al. 1997; Wessinger et al. 2001). Wessinger et al. (2001) indicated that whereas 442 

sinusoidal stimuli elicited activity principally in the core region of the auditory cortex, narrow-443 

band noise stimuli elicited activity in the surrounding belt regions. Strainer et al. (1997) showed 444 
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that complex stimuli, such as speech, activate association areas, while pure-tones primarily 445 

activate areas in the lateral and medial temporal gyrus. An additional study by Norman-446 

Haignere et al. (2013) showed an increase of activity by stimuli containing ‘resolved harmonics 447 

frequency components’ in regions localized to the anterior half of the auditory cortex. These 448 

studies support the idea that the MT stimuli may cause activity in more widespread regions of 449 

the auditory cortex, which could potentially lead to larger cortical responses.  450 

Fourth, a complex spectrum where frequency regions of high intensity alternate with regions 451 

of low intensity (i.e. a line spectrum, whether harmonically or inharmonically related) may 452 

give rise to complex excitatory and especially inhibitory stimulation between adjacent 453 

tonotopic regions within the cortex. Such interactions may occur to a much lesser degree with 454 

stimuli that have a more diffuse spectrum, even when the two stimuli extend over the same 455 

total bandwidth. 456 

Of these four possibilities, the fourth and possibly the third are the most consistent with the 457 

data in this experiment.  The first reason (more locally extensive activity as a result of increased 458 

bandwidth) cannot be responsible.  This follows because of the lack of difference between the 459 

response to PT and NBN (Fig. 3), the significant difference between the response to MT stimuli 460 

and NBN of the same bandwidth (Fig. 4), and the lack of difference in the response to narrow 461 

band and wide-band MT (Fig. 5).  Increased bandwidth therefore seems not to be the feature 462 

of the stimulus that causes a larger response with complex stimuli, so we can reject the idea 463 

that the increased amplitude comes just from locally enlarging the response region of auditory 464 

cortex in a manner tonotopically related to stimulus bandwidth.    465 

Although we certainly cannot rule out the second reason, we cannot identify any temporal 466 

feature in the MT stimulus that seems capable of inducing greater synchronicity of firing. 467 

Because the components of the MT stimulus are inharmonically related, the phase relationship 468 

between each pair of components within the set is constantly changing.  The only temporal 469 
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aspect they have in common is their onset and offset, and it is difficult to see why the same set 470 

of neurons would respond more synchronously to the onset of the MT stimulus than they do to 471 

the onset of the pure tone stimulus.  472 

The third explanation, more remotely extensive neuron firing for the MT stimulus, seems 473 

possible.  If so, again it is certainly not just the increased bandwidth of the MT stimuli that 474 

induces the more widespread remote activity, as the amplitude increase did not occur for the 475 

NBN stimuli. 476 

 Potential benefit of using MT stimuli in a clinical setup 477 

CAEPs are increasingly used in clinical applications for both hearing aid evaluation (Van Dun 478 

et al. 2012) and hearing loss diagnostics (Lightfoot and Kennedy 2006). As a result, reduction 479 

of measurement time is of great interest. An advantage of stimuli that elicit larger CAEP 480 

responses is a reduction of the number of averages required to extract the response from 481 

background noise, resulting in a shorter test duration (see table 3). The use of frequency-482 

specific MT stimuli may therefore be of clinical use in assessing hearing thresholds objectively. 483 

A disadvantage of the MT stimuli is that in the case of steeply sloping audiograms, the wider 484 

bandwidth of the MT stimuli will likely lead to some under-estimation of the threshold at the 485 

centre frequency (Walker et al. 1984). 486 

Corrections due to temporal integration 487 

Auditory stimuli used for CAEP recording are generally shorter than those used for behavioral 488 

assessment, due to optimal stimulus lengths for CAEP recording being up to 70 ms (Alain et 489 

al. 1997). As stimulus duration lengthens, the perceived loudness of a sound increases and 490 

detection threshold lowers (Moore 2012). In this case, it is important to apply corrections to 491 

compensate for the higher thresholds found when using short duration stimuli. The results from 492 

the behavioral aspect of this study allowed determination these corrections, which account for 493 
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the difference between hearing thresholds for long and short stimuli due to temporal 494 

integration. These values were provided in Table 2. The mean behavioral threshold differences 495 

between 50-ms short and 500-ms long stimuli ranged from 5 to 9 dB. It is important to account 496 

for these differences in order to determine behavioral hearing thresholds and optimize 497 

subsequent hearing aid fitting.  498 

Future work 499 

The present work compared CAEP amplitudes to MT, PT and NBN stimuli, and has been 500 

conducted on adults with normal-hearing. It is important to extend this work to subjects with 501 

hearing impairment and the newborn population since utilizing the MT stimuli may provide a 502 

more efficient approach in objective hearing threshold estimation and/or hearing aid fitting 503 

evaluation. Moreover, further studies will need to investigate the generators’ location and 504 

orientation differences in the human auditory cortex between complex sounds and pure-tones. 505 

They could explain the difference of amplitude response observed in this study. This can 506 

potentially be achieved using multi-electrode EEG or MEG recording or the functional 507 

magnetic resonance imaging (fMRI) technique, which offer a better spatial resolution. 508 
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